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ABSTRACT 
The pace of advancement of the top-end supercomputers histori-
cally followed an exponential curve similar to (and driven in part 
by) Moore’s Law.  Shortly after hitting the petaflop mark, the com-
munity started looking ahead to the next milestone: Exascale.  
However, many obstacles were already looming on the horizon, 
such as the slowing of Moore’s Law, and others like the end of 
Dennard Scaling had already arrived.  Anticipating significant 
challenges for the overall high-performance computing (HPC) 
community to achieve the next 1000x improvement, the U.S. De-
partment of Energy (DOE) launched the Exascale Computing Pro-
gram to enable and accelerate fundamental research across the 
many technologies needed to achieve exascale computing. 

AMD had the opportunity to contribute to the so-called “*Forward” 
programs from the DOE, which were a series of public-private 
partnerships focused on research and co-design activities covering 
compute architectures, interconnects, memory systems, chiplets 
and packaging, software stacks, applications, and more.  Some of 
the research from these programs can now be found in the world’s 

first exascale supercomputer, some were a little ahead of their time 
and may have an impact in the coming years, and others simply 
did not pan out.  In this paper, we provide a retrospective of AMD’s 
nearly decade-long research journey covering how we tried to pre-
dict the architecture of a supercomputer a decade into the future, 
what we got right, what we got wrong, and some of the insights 
and learnings that we discovered along the way. 

CCS CONCEPTS 
• Hardware~Very large scale integration design  • Computer sys-
tems organization~Architectures~Parallel architectures  • Net-
works~Network components~Logical nodes 
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1 Introduction 
Supercomputing, or high-performance computing (HPC), has 

been at the heart of many of the world’s scientific discoveries for 
many decades. These machines perform massive computations in 
support of scientific experiments that are enabling the broader re-
search community to make new discoveries spanning many disci-
plines. These discoveries lead to applications that broadly impact 
many facets of our lives, such as designing more efficient ways to 
produce power; engineering safer buildings, bridges, and other in-
frastructure; understanding biological and chemical processes to 
discover new medical treatments; creating more accurate predic-
tive weather and climate models; and probing the origins of the 
universe. 
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Fueled by Moore’s Law and other technological innovations 
over the years, the growth in the computational capabilities of the 
world’s top supercomputers historically followed an exponential 
trend, for example, as measured by TOP500 LINPACK performance 
[96].  This has taken the HPC community through multiple gener-
ations of supercomputers with key milestones demarcated by 
crossing the teraflop (TF, 1012 double-precision (DP) floating point 
operations per second (FLOPS)) threshold and then petaflop (PF, 
1015 DP FLOPS) levels of performance [19].  The next target was to 
break the exaflop (EF, 1018 DP FLOPS) barrier, but by the early 
2010s there were already multiple warning signs of the slowing 
down of technology improvements such as the end of Dennard 
scaling [26], challenges with maintaining Moore’s Law [72], the 
Memory Wall [102], increasing power consumption, and more. 

1.1 The View from 2012 
Anticipating these growing concerns, the United States 

Department of Energy (DOE) launched an aggressive program to 
identify potential technologies that would be needed to enable the 
continued progress of U.S. supercomputing capabilities toward the 
exaflop level and beyond.  Of additional concern was not just 
whether the necessary technologies could be developed, but also 
whether broader commercial priorities (i.e., outside of the HPC 
space) would deliver such technologies to the market on a timeline 
suitable for the DOE’s supercomputing needs. 

In 2011, the DOE issued a Request for Information (RFI) 
soliciting input on how a wide range of requirements for exascale 
technologies might possibly be met and what kinds of advanced 
research efforts would be required to enable it all [17].  Figure 1(a) 
shows the originally envisioned timeline from the 2011 RFI looking 
forward to enabling exascale computing in the 2019-2020 
timeframe.  Figure 1(b) reproduces some of the 2011 RFI’s system 
objectives for exascale systems in the target timeframe.  Not 
surprising is the performance target of 1000PF (an exaflop), but it 
is worth noting that the DOE also calls out an objective of 300PF 
on (to be determined) other workloads that may not be as regular 
or computationally intense as LINPACK [35].  This was early 
messaging from the DOE that a supercomputer designed to be 
useful to a wide and diverse set of scientific users cannot only 
deliver raw FLOPS, but the machine must be balanced and continue 
to deliver high levels of performance across a range of different 
workload types (e.g., memory intensive, communication heavy, 
irregularly structured).  A machine designed only to win on a 
single benchmark would not be acceptable as it would have limited 
broader scientific utility. 

Another notable constraint is the 20 megawatt (MW) power 
limit.  The DOE recognized early on that power-performance 
efficiency needed to be a top priority in any of these future systems.  
There are multiple practical reasons for this constraint beyond 
environmental and sustainability concerns.  Few facilities have the 
power infrastructure to deliver tens of megawatts of power (and 
note that the 20MW limit is only for the computational 
components and is not inclusive of storage systems or facility 
infrastructure such as power delivery and cooling), and the costs 
of upgrading facilities (if even possible, given the local capabilities 
of the electricity provider) for additional tens of megawatts of 
capacity would be substantial.  In addition to the upfront facility 
infrastructure impact, a power consumption rate in the megawatts 

can cost the facility many millions of U.S. dollars per year for the 
power bill alone. 

An interesting attribute of the requirements is in the system 
memory capacity targets.  While 128PB (for the entire system) is a 
substantial amount of memory, it is notable that non-volatile 
memory (NVRAM) is explicitly called out as a possibility.  Looking 
back at the computer architecture research environment of that era, 
this RFI came out when the research community was highly 
concerned with the (feared to be) imminent end of DRAM scaling.  
A significant amount of research effort was made by the 
community to devise ways to leverage emerging NVRAM 
technologies as an augmentation to, or an outright replacement of, 
the conventional DRAM-only memory system [62][86][103]. 

These RFI exascale requirements (e.g., performance, power, 
capacity) would likely not be achieved by hardware architects 
devising solutions on their own.  So while not visually captured in 
Figure 1, the DOE was very prescient in placing a huge emphasis 
on the idea of “co-design” wherein technology providers needed to 
collaborate closely with scientists and technologists from the DOE 
to research and develop the new technologies to support exascale 
computing.  The workloads and usage models of the DOE scientists 
are not the same as broader commercial applications, and it was a 
priority for the DOE to avoid funding the development of solutions 
that provided only marginal benefit to its HPC user base while 
delivering disproportionate benefits to other markets that were not 
directly funding or supporting the exascale mission. 

1.2 The View from 2023 
The 2011 RFI timeline provided a speculative, forward-looking, 

and perhaps aspirational roadmap for getting to exascale 
capabilities.  Figure 2 shows a retrospective view of how events 
actually played out.  To support the required research and 
development efforts to innovate and accelerate the necessary 
exascale technologies, the DOE funded a series of programs 
colloquially referred to as the “*Forward” (pronounced “star 
forward”) programs.  These programs were public-private 
partnerships between the DOE and various technology companies 
covering processors, memory, storage, networking, and software.  
The FastForward, FastForward 2, and PathForward programs had 

 
(a) 

 
(b) 

Figure 1. (a) Exascale timeline and (b) system objectives from 
the 2011 U.S. DOE exascale research and development Re-
quest for Information. 

 

                                        

                                 
           

                            

    

          

        

                               

                                
             
        

                     

                

              
         
       

                   

                      

           
               

                                      

                      

                                   

                           

                                   



  

 

more focus on the individual components (e.g., processors, 
memory) [1][7][8], whereas the DesignForward and 
DesignForward 2 programs emphasized system-level concerns [13].  
AMD was selected to participate in all five programs. 

The *Forward programs also served as an effective collaboration 
vehicle for AMD to work more closely with system integrators.  
AMD designs and provides the component-level technology (CPUs, 
accelerators), but the system integrators are the ones responsible 
for building and delivering the overall completed supercomputing 
system.  The DesignForward programs enabled AMD to gain 
critical insights into how our components could potentially be 
assembled into a larger system, and the program facilitated key 
interactions and collaborations with the system integrators that 
provided feedback for refining and changing our component 
architectures. 

The timeline in Figure 2 shows that the DOE’s original target of 
standing up an exascale system in the 2019-2020 timeframe was 
not achieved.  The first official exascale score on the TOP500 came 
when Oak Ridge National Laboratory’s (ORNL) Frontier 
supercomputer broke the exaflop threshold in June 2022 [75].  In 
the coming sections of this paper, we will share some details about 
technology trends and changes that affected the exascale roadmap, 
as well as how the continually evolving technology landscape 
caused AMD to repeatedly revise and refine its vision for how to 
enable exascale computing.  Figure 2 also includes key technology 
introductions that we will revisit later in this paper. 

1.3 Objectives of this Paper 
The purpose of this paper is to provide the broader research 

community with an inside view into how an industrial research 
team defines and refines a research agenda for an aggressive long-
term objective such as achieving exascale computing over a 
decade-long time horizon.  We describe the thinking and rationale 
behind our initial vision for exascale computing (Section 2).  We 
then take the reader forward in time as the broader technology 
landscape as well as AMD’s roadmap evolved, and how those 
factors repeatedly impacted our approach to exascale computing 
(Section 3).  The paper also aims to highlight specific research 
topics that were pursued in the course of this exascale endeavour, 
some of which had significant impact on AMD’s exascale program 
and even AMD’s broader product roadmap and some that are still 
awaiting the right technology and market conditions to arise 
(Section 4).  While we provide a summary and overview of the final 
design of AMD’s processors deployed in the Frontier 
supercomputer (Section 5), this paper is not a technical deep-dive 
or product disclosure for any of those specific components 

(references are provided later in the paper for those wanting more 
details).  We hope that this paper provides the reader with mean-
ingful, useful, and interesting insights into our research processes 
and thinking, highlights areas needing continued research efforts 
by the broader computer architecture community, and excites re-
searchers (especially those just starting out) to continue pursuing 
innovative work in compute architecture.  Exascale computing is a 
great achievement, but it is merely a milestone and not a destina-
tion.  The technical challenges going forward in what is now the 
post-Exascale era are only getting more difficult, and we will col-
lectively need to harness the entire community’s creativity and in-
novation! 

2 Initial Strategy for a Decade-long Program 
AMD began its exascale collaboration with the DOE through the 

FastForward program [1][61] in 2012.  The DOE had shared its sys-
tem targets (Figure 1(b)), and now it was up to us to define our 
technical vision for a solution.  How does one define research for 
a target that is nearly a decade away? 

2.1 Known Technology 
We started with what we already knew (although not neces-

sarily public information at the time).  The trend toward general-
purpose GPU computing was already underway in the industry, 
and so the inclusion of accelerated computing as a performance 
engine was a natural component to consider.  In 2011 in the cli-
ent/consumer space, AMD had already launched its first acceler-
ated processing unit (APU) that architecturally and physically 
combined the CPU and GPU into a single unified entity [1].  The 
APU approach provides a unified memory space for both the CPU 
and GPU and had the potential to greatly reduce data movement 
that would otherwise be incurred from copying data back and forth 
between the CPU host memory and the GPU video memory. 

While it would not be until 2015 when AMD launched the AMD 
Radeon™ 300 series GPUs featuring silicon interposer technology 
and 3D high-bandwidth memory (HBM) [9], AMD was already 
well along the path of bringing these products to the market [25].  
Given the node memory bandwidth target of 4TB/s, an HBM or 
HBM-like solution utilizing 2.5D integration was a natural starting 
point (2.5D refers to using 3D stacking of die on a passive silicon 
interposer to combine multiple chips side-by-side in a 2D arrange-
ment) [34]. 

2.2 Speculating on Future Technologies 
The end of Moore’s Law has been forecasted many, many times 

over the years, and in 2012 there existed similar concerns about 
how silicon technology scaling would slow down by the target ex-
ascale timeframe.  At the time, AMD was shipping products in a 
32nm process technology [9][31].  Projecting forward, we pre-
dicted that in 2019-2020 we would be in a 10nm technology. 

The physical construction of HBM uses 3D stacking of multiple 
DRAM dies on top of each other.  While at the time there were no 
product plans for stacking logic or processing dies on top of each 
other, we speculated that by the target exascale timeframe such 
capabilities would be an option because the fundamental 3D stack-
ing technology is effectively agnostic to whether the individual sil-
icon dies are used for logic, memory, or some other purpose. 

With the assumption that 3D stacking technology could be a 
widely available technology during the target timeframe, we also 

  
Figure 2. Timeline illustrating U.S. DOE exascale R&D pro-
grams and milestones (bottom) and key AMD technology 
introductions (top). 

 

                                                

                                  

                                  

             

                   

            

           

            

                

              

                    

                 

                     

                



  

 

predicted that the decades-old processing-in-memory (PIM) idea 
[38][43][49][57][80][93], where multiple memory dies are inte-
grated with compute, could be considered.  Minimizing data move-
ment was seen as an important aspect of improving bandwidth 
while simultaneously reducing power consumption, and we be-
lieved that PIM could add significant value in this regard. 

As mentioned earlier, in the 2012 timeframe, the broader com-
puter architecture community had concerns about the industry’s 
ability to continue technology scaling, especially for DRAM 
[62][86][103].  NVRAM could potentially provide a path to achiev-
ing the DOE’s system-level memory capacity targets in a more 
scalable and/or cost-effective manner.  The non-volatility of 
NVRAM also presented opportunities to improve the performance 
of checkpointing mechanisms often used in very large, long-run-
ning scientific simulations [71]. 

Similar to the topic of NVRAM, at the time the computer archi-
tecture community was also very active in researching technolo-
gies and applications of different types of silicon photonics 
[23][58][66][98].  Photonic interconnects promise to significantly 
increase the amount of bandwidth, at a lower effective energy-per-
bit cost, than one can pull out of or feed into a single package with-
out running against the pin limitations of a conventional electri-
cally-connected socket. 

2.3 Initial Exascale Heterogeneous Processor 
Combining what we already knew about AMD’s capabilities and 

plans together with our projections for possible technologies in the 
exascale timeframe, we created the initial concept for an “Exascale 
Heterogeneous Processor” (EHP) that would serve as the founda-
tional computational component for our vision of a future exascale 
supercomputer [87]. 

At the heart of the EHP is a high-performance APU coupled with 
a 3D DRAM (e.g., HBM) memory system.  Figure 3(a) shows a block 
diagram of the original EHP.  Multiple GPU-based accelerators (la-
beled Vector Units) provide up to 12 DP TF of compute along with 
eight x86 CPU cores that execute the serial portions of applications 
as well as to run the operating system and other software.  The 
CPU and GPU have their own respective L3 caches, but they are 
kept coherent across the system on chip (SoC) interconnect.  The 
APU processing units share a single unified memory system con-
sisting of 128GB of in-package DRAM delivering data at a rate of 
up to 4 TB/s.  At the bottom left of the figure, the APU also has 
connections to multiple NVRAM modules outside of the package.  
Due to the anticipated slower access latencies for NVRAM, the 
APU provisions a memory-side cache as a data staging/prefetch 
area for each module potentially combined with other accelerators 
(e.g., data compression engines).  Each individual NVRAM module 
consists of a 3D stack of NVRAM dies above a logic die that pro-
vides PIM capabilities.  Finally, an integrated network interface 
card (NIC) with photonic interconnects provides high-speed links 
to the other nodes in the system. 

The EHP utilizes a combination of 2.5D silicon interposer and 
vertical 3D stacking to assemble all of its components, as shown in 
Figure 3(b).  The figure illustrates a CPU die stacked on top of three 
layers of GPU/vector units.  The thinking behind this organization 
was that 3D stacking would be needed to maximize the compute 
that could fit within the limited real estate of the package, the ver-
tical organization would help minimize the cost of data movement 
among the compute components, and separating the CPU and GPU 

components on to separate layers could provide opportunities to 
fine-tune the process technology for each layer (e.g., CPU transis-
tors and metal layers optimized for high frequency and reduced 
latency).  Note that in 2012, 3D meant using microbump stacking 
technology [30] as modern hybrid bonding techniques [95] were 
not yet being commercially considered.  Such a 3D organization 
would imply significant thermal challenges, likely necessitating 
very aggressive liquid cooling or similar thermal solutions.  The 
3D-stacked APU would then be further 2.5D mounted on a passive 
silicon interposer along with eight stacks of DRAM with 512GB/s 
of bandwidth per stack. This vintage figure illustrates the DRAM 
stacks with four layers, but we later adjusted the concept to eight-
high DRAM stacks consistent with HBM. The figure also illustrates 
eight external stacks of photonically-connected NVRAM. 

While AMD is not a system integrator, we worked with multiple 
system integrator partners to explore how the EHP could be as-
sembled into an exascale machine.  At 12TF of peak compute per 
EHP, we would need to aggregate a minimum of 83,334 EHP nodes 
to reach the 1.0 exaflop target.  As it would be unlikely for every 
node to operate at 100% efficiency, such a machine would probably 
have over 100,000 nodes to actually sustain an exaflop of compute 
(which also implies an upper bound of 200W per node given a 
20MW system-level target).  Providing a high-performance, scala-
ble interconnect for 100,000 nodes would be a significant challenge, 

 
Figure 3. (a) Block diagram of the Exascale Heterogeneous 
Processor (EHP) concept from the original FastForward 
program circa 2012, (b) illustrative packaging view of the 
EHP. 
 

                    

   

   

     

      

    
   

    
   

  
   

       
      

       
      

 
 
 
 
  
 
 
 

 
 
 
 
  
 
 
 

               

     

      

    
   

    
   

  
   

       
      

       
      

 
 
 
 
  
 
 
 

 
 
 
 
  
 
 
 

               

                    

                   

                                            

                 

    

     

     

    

     

     

    

     

     

    

     

     

 

             

        

                                

     

                    

                    

           

              

                    

                   

                                

          

    

       

        

               

          

        

            

          

         

     



  

 

but as that responsibility would fall to the system integrators, we 
do not focus on that (very interesting) problem in this paper. 

3 Refining Our Exascale Node Architecture 
Over the following years, we continued to conduct research into 

many technologies that would be needed to support our exascale 
node architecture (Section 4).  As the various research efforts pro-
gressed, combined with updates to AMD’s commercial roadmap, 
we revisited the EHP concept multiple times over the years to im-
prove the design and align it with updated technology assumptions, 
foundry capabilities, packaging advancements, etc. 

3.1 EHP Concept v2, Circa 2014 
By the time we started our efforts in the FastForward 2 research 

program, AMD’s roadmap had internally made some significant 
changes.  As detailed in prior work [73], the projected silicon cost 
trend for leading-edge technology nodes was increasing at an ac-
celerated rate, as shown in Figure 4 (a).  This, among other reasons, 
led AMD to pioneer its chiplet technology for building our proces-
sors, with an example AMD EPYC™ server processor shown in Fig-
ure 4(b).  One of the benefits of AMD’s chiplet approach is the abil-
ity to reuse silicon components in multiple product configurations, 
and so our next iteration of the EHP was modified to utilize both 
the CPU chiplets (CCD) and the IO die (IOD) from our mainstream 
CPU server products (note that there was no concept of an IOD in 
the original EHP from Figure 3).  Figure 5 illustrates this v2 EHP 
where on the left side of the package one can find the IOD with 
four CCDs.  This decision to try to leverage the server CCD and 
IOD resulted in backing away from the aggressive 3D-stacked or-
ganization of the first EHP, with the consequence that the 2D-or-
ganized layout of the CCDs and IOD needed to consume a signifi-
cant portion of the package real estate previously occupied by the 
3D DRAM.   

To offset the loss of packaging area for the 3D DRAM, we mod-
ified the GPU portion of the EHP so that the memory was directly 
stacked on top of the GPU.  Given the trend toward breaking up 
the CPU into chiplets, we also posited that the GPU resources 
would be similarly partitioned in the future, and so the figure illus-
trates one DRAM stack on top of each GPU chiplet.  This version 
of the EHP only has enough room for four DRAM stacks, and so 
we also doubled the height of each stack to maintain the same 
amount of total capacity.  Normally, reducing the number of stacks 
would also reduce the total bandwidth, but with 3D stacking one 
could double the bandwidth to compensate (e.g., by doubling the 
number of vertical data connections).  The GPU chiplets are still 
stacked on top of a silicon interposer to provide high bandwidth 
between them, but the connection to the CPU side is over the or-
ganic substrate to maintain compatibility with the electrical inter-
face of the IOD. 

In this v2 EHP, some features from the original EHP are conspic-
uously absent.  In particular, the NVRAM was removed from the 
concept for a couple of reasons.  Co-design activities with the DOE- 
application experts suggested by restructuring algorithms and 
codes to make use of a multi-tiered memory organization would be 
challenging.  For example, in one study we asked DOE program-
mers to identify the hottest data structures in their code, which we 
could then pin to the in-package DRAM while other “colder” data 
could be left in the NVRAM.  However, we discovered that in many 
cases this was sub-optimal because the data structures that a 

programmer views as most frequently accessed could, for example, 
have a high on-chip cache hit rate and be largely insensitive to 
whether the backing copy is allocated to in-package DRAM or off-
package NVRAM.  Around this time, we were also starting to ques-
tion whether NVRAM as a DRAM replacement or augmentation 
would be a commercially viable option in the target timeframe.  
Backing off from NVRAM simplified the design by also omitting 
the photonic links to the NVRAM and the memory-side caches 
while allowing us to leverage the mainstream IOD.   The combina-
tion of 3D-stacked DRAM and no NVRAM also put into question 
how much additional benefit PIM might provide for this specific 
EHP design.  Note that while these features were removed from 
EHP v2, we continued significant research efforts on these topics.  

Issues with EHP v2: This version of the EHP ended up being 
overly optimistic about how high the DRAM stacks would grow by 
the target timeframe.  At the time of this writing, commercially-
available HBM only implemented eight-high stacks.  The GPU side 
is also thermally problematic, as the heat from the highly-active 
GPU logic would be trapped under sixteen layers of DRAM.  The 
overall balance of CPU vs. GPU resources in this version of the EHP 
was also quite different from the first EHP.  Given the topology of 
the IOD, we included four CCDs that provide a total of 32 cores 
(four times more than the original EHP), while the GPU silicon was 
reduced from three large, stacked dies to four smaller chiplets.  
From our other research efforts, the compute-per-mm2 of the GPU 
was expected to be improved compared to our original assump-
tions of approximately 4TF per GPU die, but the overall balance 
was perhaps not ideal. 

AMD packaging engineers also raised concerns about the asym-
metry of the overall package (all CPU on one side, all GPU on the 
other).  Routing I/O and other external memory would be more 
challenging with the IOD skewed off center.  Asymmetric power 

 
Figure 5. Refinement of the EHP (v2), circa 2014. 

 

                 

       

           

                  

               

 
Figure 4. Silicon cost trends over time and (b) an AMD 
EPYC™ processor utilizing chiplets. 
 

 

  

  

  

  

  

  

  

 
 
  

 
   
 
 
  

 
 
  
 
 
  
 
  
  
 
 
  

 
 

      



  

 

profiles between the CPU and GPU sides of the package could 
cause mechanical stresses on the silicon-package interface due to 
large temperature gradients and mismatches in the coefficient of 
thermal expansion (CTE) of the different die, bump, and package 
substrate materials potentially leading to die cracking, broken 
bumps, etc. 

3.2 EHP Concept v3, Circa 2016 
The v2 EHP just described attempted to align the CPU compo-

nents to AMD’s server roadmap, but this resulted in a variety of 
tradeoffs and concerns.  In particular, it eventually became clear 
that 16-high memory stacks would be unlikely in the target 
timeframe.  Figure 6 shows our third major iteration of the EHP, 
which AMD had previously detailed in 2017 [99]. 

The v3 EHP reverts to eight DRAM stacks as in the original con-
cept, but it retains the 3D stacking of the DRAM above the GPU 
chiplets from the v2 EHP, which also enables a doubling of the GPU 
compute resources relative to the v2 EHP.  To further increase 
compute density, the v3 EHP also proposed the usage of active in-
terposers [54].  By moving as much non-compute resources (e.g., 
2.5D die-to-die interfaces) from the GPU chiplets down to the ac-
tive interposer, the GPU chiplet could be packed with more com-
pute.  Similar to how AMD’s EPYC™ processors implement the 
IOD in an older, more cost-effective process node compared to the 
CCDs [73], the active interposer die (which acts like a 3D-stacked 
IOD) can utilize similar cost optimizations.  As can be seen in the 
v2 EHP in Figure 5, the non-stacked IOD consumes a significant 
portion of the package real estate. To make room for all of the GPU 
resources, we also extended the active interposer organization to 
the CPU portion of the EHP. 

Issues with EHP v3: While the height of the DRAM stacks had 
been brought back down to eight layers, the power density of the 
GPU regions still present thermal challenges as we have now re-
placed the passive interposer underneath the GPU chiplets with an 
active interposer.  While technically feasible, the “triple stack” of 
DRAM on GPU on active interposer also significantly increases the 
manufacturing complexity, and in the coming years we would de-
termine that such a capability would not be commercially available 
in time for the first generation of exascale platforms. 

3.3 EHP Concept v4, Circa 2018 
One of the main challenges with the prior iterations of the EHP 

was that we constrained the design to fit within the bounds of our 
standard server packaging (i.e., the SP3 package used by the first 
generations of EPYC™ servers).  This created severe real estate 
pressure on the design that drove the aggressive use of 3D stacking 
(die-on-die and interposer-styled).  As our research activities began 
in the PathForward program, we considered new packaging alter-
natives that could provide more room to work with.  This included 
both internal packaging concepts as well as emerging external ef-
forts such as what eventually became the Open Compute Project’s 
(OCP) OCP Accelerator Module (OAM) [79]. 

Figure 7 shows the fourth iteration of the EHP, where we utilized 
the additional package real estate to back away from 3D stacking 
of CPU and GPU chiplets on top of active interposers.  We also 
reconsolidated the GPU chiplets from eight smaller chiplets into 
two larger pieces of silicon.  The reason behind this is that while 
there are significant cost benefits associated with smaller chiplets 
[73], the higher bandwidth required to support data movement and 

work distribution among the GPU compute units would be far less 
efficient to route among the larger number of chiplets.  We still use 
a passive silicon interposer to connect each GPU chip with its four 
stacks of DRAM.  At this point, we also rebalanced the CPU-to-
GPU compute ratio, reducing the number of CCDs from eight in v3 
down to two.  This organization also allowed us to reuse the IOD 
and CCDs from the mainstream server parts as was done for the 
v2 EHP. 

The two “islands” of GPU compute must contend with some 
physical distance between them.  One option would be to route all 
GPU-to-GPU traffic through the IOD, utilizing the IOD’s existing 
Infinity Fabric™ (IF) ports.  However, the IODs’ IF ports are provi-
sioned for CPU levels of memory traffic (e.g., DDR) rather than 
what the GPU requires (i.e., HBM levels).  Instead, we proposed to 
add multiple IF links directly across the package substrate between 
the GPU chips.  The total distance is larger than the GPU-to-IOD 
spacing, but it is still manageable (comparable to the distance from 
the IOD to the farthest CCD in an EPYC™ CPU product). 

Issues with EHP v4: This EHP represents the final version of 
our exascale APU concept at the end of the DOE’s series of *For-
ward programs.  The remaining concerns were less about funda-
mental technologies but rather more about business and other mat-
ters.  One potential concern was that the EHP fixes the ratio of 
CPU-to-GPU compute resources for a given package, and custom-
ers with different workload requirements might prefer different ra-
tios.  Another concern is that, despite the larger package sizes as-
sumed in this EHP concept, there still remains a substantial amount 
of silicon to be packed into a single module, which can make other 

 
Figure 6. Refinement of the EHP (v3), circa 2016. 
 

               
           

           

              

           

 
Figure 7. Refinement of the EHP (v4), circa 2018. 

 

               
       

           

       

               

          



  

 

aspects such as power delivery and package I/O routing more dif-
ficult.  

3.4 Discrete Node Architecture 
From the very beginning of our exascale journey, we led with 

the vision of utilizing an APU architecture to provide the best of 
both CPUs and GPUs while making the processor easier to pro-
gram by supporting a single unified memory system and cache co-
herence between the different processor types.  However, our re-
search also considered discrete node architectures (DNA) that 
could be constructed using a collection of discrete CPU and 
GPU/accelerator components.  Figure 8 shows an example compute 
node with four CPUs and eight accelerators.  Our proposed DNA 
still supports cache coherence and a flat physical address space like 
an APU, albeit at lower bandwidths and higher latencies given the 
pin and interconnect limitations between disparate packages. 

Throughout the *Forward research activities, we maintained fre-
quent discussions with multiple parties including various system 
integrators.  The DNA was attractive to some partners because the 
separation of CPU and GPU components allowed them to custom-
ize platforms to provide different CPU-to-GPU ratios as well as to 
interoperate with other components.  For example, some custom-
ers may have existing software investments in a different CPU ISA, 
but they are still interested in utilizing AMD’s GPU accelerators. 

4 Research Topics 
Thus far, this paper has focused on the evolution of AMD’s ex-

ascale node architecture.  However, our *Forward activities con-
ducted research in a wide range of topics in support of our broader 
exascale vision.  This section provides a brief overview of some of 
this work, highlighting both successes and “deferred successes.” 

4.1 Compute-Optimized GPUs 
A key research focus area was on optimizing and improving our 

GPU architectures to excel in general-purpose data-parallel com-
pute.  We asked the question: what could a “GPU” look like if it did 
not actually have to worry about graphics?  We studied “compute-
optimized GPUs” where we removed all of the specialized hard-
ware that is only used for graphics rendering tasks (e.g., color units, 
spline interpolators, depth processing) and would otherwise be 
wasted dark silicon [39] in an HPC environment.  The research ac-
tivities covered other aspects of making GPUs easier to program 
for a wider variety of applications, such as defining scalable scoped 
synchronization models [52], expanding the functionality of 
AMD’s ROCm™ open software platform, developing optimizations 
for DOE proxy workloads [14] on AMD GPUs, and circuit and 
power-optimization techniques to improve the GPU’s power-per-
formance efficiency.  This compute-optimized GPU philosophy can 
now be seen in AMD’s differentiated product lines where the 
RDNA™ architecture targets gaming and graphics and the 
CDNA™ architecture services HPC and machine learning.  Re-
searchers interested in exploring improvements to our CDNA ar-
chitecture are encouraged to leverage our open-source gem5 GPU 
model [47]. 

4.2 CPU Core Microarchitecture 
Although the majority of the computational horsepower for 

both EHP and DNA-based platforms comes from the GPU re-
sources, in an age of widespread acceleration, Amdahl’s Law can-
not be forgotten.  AMD’s *Forward activities continued investing 

in researching techniques and enhancements for “traditional” CPU 
microarchitecture.  Some of the work covered more general topics 
such as branch prediction, instruction fetch, scheduling, caching 
[59], and prefetching, but other activities focused on how to im-
prove the CPU architecture specifically for the types of compute 
and memory patterns exhibited by the DOE’s workloads, which do 
not always act like commercial benchmarks.  A key message here 
is that while some in the academic research community may feel 
that “doing research” (i.e., publishing) in CPU microarchitecture 
seems harder these days, these are still topics of keen interest to 
industry, and we hope that the research conferences support and 
encourage such work. 

4.3 Power-Performance Efficiency 
Achieving the DOE’s 1 exaflop in 20MW target (or 50 GF/W) 

required large improvements over the state of the practice at the 
time the *Forward programs began.  As such, all our *Forward re-
search plans included work on improving power-performance ef-
ficiency.  This research included techniques for dynamically man-
aging power and improving the efficiency of CPU and GPU micro-
architectures [67], data movement and networks on chips [1][24], 
caches and memory [42][82], circuits[41] [104], and software algo-
rithms. This research complemented the increased focus at AMD 
on power efficiency as a first-class design objective, which has ex-
panded across our entire roadmap.  This was broadly represented 
by our 25x20 initiative (which aimed to improve power-perfor-
mance efficiency of AMD mobile processors by 25 from 2014 to 
2020) [1], and our more recently updated 30x25 target for acceler-
ated computing nodes [3].  We found that power-performance ef-
ficiency was a fruitful area of collaboration between research and 
product teams, as many mechanisms to improve power-perfor-
mance efficiency in general-purpose server, consumer, and mobile 
designs could be directly applied to HPC designs and vice versa. 

4.4 Reliability 
The Reliability and Resiliency research explored three areas: un-

derstanding the nature of faults that occur in real HPC systems in 
the field [90][91], the development of early-stage architectural 
fault modeling techniques and tools for the EHP architecture and 
new fault modes [101], and exploring low-cost pervasive fault 

 
Figure 8. Discrete Node Architecture consisting of inter-
connected CPUs (left) and accelerators (right). 

 



  

 

detection techniques for GPUs, building on prior research on re-
dundant execution techniques developed for CPUs [100].  All three 
areas influenced how we approached reliability, availability, and 
serviceability (RAS) design for our products and enabled several 
fruitful collaborations with the broader industry. The field studies 
were carried out in collaboration with the DOE National Labs and 
yielded valuable insights into CPU, GPU, and DRAM reliability. For 
example, the research helped AMD collaborate with the memory 
industry to drive improvements to the ECC architecture for HBM3 
DRAM and then standardize that design at JEDEC [46]. AMD con-
tinues to study reliability field data at scale and make our findings 
available to the broader technical community [22]. Another key in-
sight from our research was that targeted protection of hardware 
structures in the GPU, leveraging the fault modeling techniques we 
developed, is a cost-effective protection approach to enable their 
resilience at scale.  More information about the overall body of re-
search and advanced development that led to the RAS architecture 
of the Frontier node can be found in [21]. 

4.5 Programming Models and Software Optimi-
zation 

Throughout the *Forward programs, AMD maintained numer-
ous research projects in software systems.  This work focused both 
on programming models and tools to best use platforms like the 
EHP, and on application- and algorithm-level research to optimize 
scientific codes for them. Both aspects of this software work were 
major drivers of co-design efforts with the DOE and were a strong 
bridge between AMD's research and the open-source software 
community. 

Many of our software research projects involved co-design with 
the DOE to help develop programming tools for heterogeneous 
systems, which were in a nascent state at the beginning of the *For-
ward program. We developed runtimes such as ATMI [84], created 
models for accelerator-driven network interactions [50], ported 
programming languages such as Chapel [29] and APIs such as 
OpenMP® to AMD accelerators, and worked with the DOE to en-
able frameworks such as Kokkos [37] and RAJA [33] on AMD ac-
celerators. 

Large efforts went into porting DOE exascale proxy applications 
to these mechanisms, to provide testing of our models, feedback to 
proxy application creators, and training for both AMD and DOE 
developers about optimizing software for heterogeneous systems.  
Similar efforts went into porting proxy applications to languages 
such as OpenCL™, C++AMP, OpenACC, and HIP [32].  These port-
ing efforts also led to research into new algorithms and optimiza-
tions to accelerate applications of interest on the envisioned ex-
ascale systems. These ranged from algorithmic primitives such as 
matrix computations [44][68] and graph analytics [28][32] to 
higher-level application work on scientific problems such as com-
putational fluid dynamics [27][78]. 

4.6 Modeling and Simulation 
While not a technology directly embedded in the final exascale 

system design, modeling, simulation, and overall projection of per-
formance, power, silicon area, and more required significant effort 
in a variety of ways.  The tools utilized over a decade of research 
spanned the gamut including spreadsheet-level models, analytical 
modeling, cycle-level simulation (e.g., gem5 [47][48], AMD-inter-
nal simulators), emulation (e.g., the AMD SimNow™ platform 

simulator), and performance and power measurements on real 
hardware [45].  Due to the range of analysis needed for the differ-
ent studies and research topics, in many cases we had to combine 
results from multiple different tools, for example utilizing cycle-
level simulation to characterize detailed kernel behaviors, observ-
ing scaling trends from real hardware measurements, and then 
synthesizing it in an analytical model to project/extrapolate to the 
full candidate node architecture designs.  The composition of the 
multiple disparate tools was often imperfect, but for the research 
to make good progress, it is often better to have a rough answer in 
a short amount of time versus waiting weeks or months to perfect 
a much more detailed or unified tool or simulator, especially when 
a variety of assumptions are going to change and evolve as the re-
search continues to progress. 

 
The above summarizes just a few of the impactful research areas 

from our *Forward research.  Below, we also discuss some of our 
research efforts that for various reasons did not make it into the 
first generation of exascale machines. 

4.7 Multi-Level Memory 
The original EHP concept (Figure 3) included a two-tier memory 

system consisting of in-package DRAM and external NVRAM.  As 
discussed earlier, the NVRAM was omitted in subsequent itera-
tions of the EHP concept.  The “Holy Grail” of a multi-level 
memory architecture remains elusive, where one can provide the 
capacity (and cost) of NVRAM while delivering the bandwidth and 
latency of DRAM.  AMD researched a wide range of hardware, 
software, and hybrid solutions [70][81][83][88][94], but for a range 
of reasons, we have not yet been entirely satisfied with any of the 
solutions.  One key challenge is that many of the proposals work 
well on average, but they can still suffer from access patterns that 
cause performance to drop unacceptably and in a fashion that re-
quires significant programmer effort to resolve. Finding effective 
multi-level memory architectures remains an important open re-
search problem. 

4.8 Processing in Memory 
Data movement is a key challenge in exascale systems for both 

performance and power.  PIM has always presented the promise of 
drastically reducing the cost of data movement by instead “moving 
your code to the data.”  Advances in die-stacking technology made 
it seem that PIM could be a possibility in the exascale timeframe.  
The AMD *Forward research studied many aspects of PIM includ-
ing what types of compute should be co-located with memory, an-
alyzing the types of workloads (or portions thereof) that could ben-
efit from PIM offloading, programming .model implications, pack-
aging and thermals, and more.  The technology readiness of PIM 
did not align with the exascale schedules, but multiple recent in-
dustry announcements about PIM could indicate that its time may 
soon be coming [60][64][65]. 

4.9 Integrated Silicon Photonics 
The desire to utilize integrated photonics in the exascale node 

architecture had a similar outlook to NVRAM and PIM.  At the out-
set of our exascale research, there was already significant indus-
trial and academic efforts prototyping and demonstrating multiple 
potential options for in-package optical interconnects 
[23][58][66][98].  Our explorations included packaging studies, 



  

 

architectural and memory system interfacing, usage of wave-divi-
sion multiplexing, and interoperability with existing transport pro-
tocols.  Similar to PIM, the amount of recent work and startups 
developing prototypes and testbeds brings hope that integrated 
photonics might not be too far off. 

4.10 Asynchronous Data-dependent Tasking 
While traditional bulk-synchronous execution is sufficient for 

many HPC applications, several emerging heterogeneous applica-
tions require extensive inter-thread communication or include 
tasks with a wide diversity of runtimes.  Maximizing performance 
for these applications requires hardware and runtimes that support 
execution of asynchronous, multi-stream, and data-dependent 
tasks.  Our team pursued a coordinated set of hardware [84][85] 
and software [15][16] enhancements to support these workloads 
and achieved impressive improvements for single-node HPC appli-
cations [56].  However, these enhancements have not yet impacted 
the official benchmark implementations used for acceptance test-
ing because bulk synchronous implementations are better suited 
for current MPI primitives.  Our work on eXtended Task Queueing 
(XTQ) [62] has the potential to simplify asynchronous task distri-
bution across nodes, but additional hardware support for this tech-
nology is still required.  As more heterogeneous accelerators may 
be included in future systems, developing robust support for sched-
uling and executing asynchronous tasks will be paramount. 

5 Outcome 
In May 2019, the U.S. DOE announced that it had contracted 

with Cray to build the Frontier supercomputer to be delivered to 
Oak Ridge National Laboratory [74].  The Frontier Node Architec-
ture leverages concepts from both our EHP and DNA approaches 
in a way that intercepted our available technology options, desired 
roadmap alignment, and schedule constraints. 

5.1 From EHP to the Frontier Node Architecture 
The right side of Figure 9 shows the components of the Frontier 

compute node, which consists of an AMD EPYC™ 7A53 “Opti-
mized 3rd Gen EPYC™” CPU cache-coherently coupled over Infin-
ity Fabric™ links to four AMD Instinct™ MI250X accelerators. The 
figure visually highlights how this node design embodies a hybrid-
ization of the EHP and DNA approaches, albeit with the compo-
nents distributed across different packaging boundaries than the 
EHP.  Specifically, the primary compute components of the final v4 
EHP (Figure 7) consisted of two CPU chiplets, two GPU accelerator 
dies, and eight stacks of DRAM, and so the Frontier node can ef-
fectively be viewed as a set of four EHP instances (highlighted by 
the different colored boxes on the right side of the figure) con-
joined by the IOD of the EPYC™ CPU. 

There were several architectural and broader technology drivers 
for this “disaggregated+conjoined EHP” organization.  The AMD 
EPYC™ processor in the Frontier node extends AMD’s chiplet 
strategy [73]; in this case we reuse the CPU chiplets from the main-
stream server products, and the IOD heavily leverages existing IP 
with only the necessary modifications to support the shared 
memory and cache coherency with the GPU accelerators. 

Removing the CPU and IOD components from the EHP package 
enabled the two GPU accelerator dies to be placed directly next to 
each other to maximize the efficiency and signal integrity of the 
high-speed die-to-die Infinity Fabric™ links (as opposed to having 
to cross a larger distance due to the presence of the IOD as was the 
case in the v4 EHP).  This also greatly alleviated issues related to 
the limited package real estate.  Thermal-mechanical concerns 
were also aided by maintaining symmetry in the respective CPU 
and GPU packages. 

Placing the CPU and GPU accelerator resources in separate mod-
ules enables system integrators to mix and match components to 

 
Figure 9. Synthesis of AMD exascale research concepts into the final components of the node architecture employed by the 
Frontier supercomputer. 

 

                                

                                                          



  

 

achieve different CPU:GPU ratios, different node sizes (e.g., 1P vs. 
2P CPU configurations), and overall component interconnect to-
pologies.  While the Frontier node design utilizes a fixed CPU:GPU 
ratio, other systems can be designed that have other ratios to meet 
their respective target system requirements. 

5.2 Frontier Technical Details  
The overall components of the Frontier supercomputer have 

been detailed elsewhere [76], so here we only provide a brief sum-
mary.  The overall machine provides 9,408 compute nodes housed 
in 74 cabinets.  Each compute node has a 64-core EPYC™ 7A53 
“Optimized 3rd Gen EPYC™” CPU.  Each physical core provides two 
hardware threads (simultaneous multithreaded).  The 64-core pro-
cessor shares eight channels of DDR4 memory with 512GB of total 
capacity.  Each node also has four AMD Instinct™ MI250X accel-
erators, each with two GPU compute dies and eight stacks of 
HBM2E memory supplying 128GB of capacity (64GB per GPU die).  
The two GPU dies implement the second-generation CDNA2 ar-
chitecture [11] in a 6nm process, totaling 58 billion transistors [89].  
Each AMD Instinct™ MI250X accelerator can deliver a peak vector 
double-precision performance of 47.9 TF and a peak of 3.2 TB/s of 
bandwidth from the eight DRAM stacks [10].  In addition to dou-
ble-precision compute, the CDNA2 architecture also provides 
high-performance support for lower-precision operations common 
in artificial intelligence and machine learning workloads [6].  Sig-
nificant advancements were also made for reliability requirements, 
for which a retrospective has already been published [21]. 

The MI250X compute dies and the HBM are co-packaged using 
AMD’s Elevated Fan-out Bridge (EFB) technology that replaces 
what would otherwise be a very large passive silicon interposer 
(larger than reticle size) with multiple smaller silicon bridge chips 
built above (“elevated”) the package substrate [95]. 

Figure 10 shows the block diagram of one Frontier node includ-
ing the Infinity Fabric™ topology interconnecting the CPU and 
four accelerators.  The eight CPU chiplets can be partitioned into 
four non-uniform memory access (NUMA) domains, with a pair of 
CCDs associated with one MI250X accelerator (effectively one log-
ical EHP per NUMA domain).  Within a NUMA domain, one CCD 
is associated with one of the GPU accelerator dies within the 
MI250X package. 

The CPU and GPU accelerator components share a flat physical 
memory space (i.e., any processor can directly address the HBM in 
any of the four accelerators and all of the DDR4 connected to the 
CPU), and cache coherence is maintained among all processors.  A 
consequence of extending our cache-coherent Infinity Fabric™ 
across the multiple packages is that it creates a single logical inter-
connect for both memory and I/O.  Figure 10 also shows how each 
MI250X accelerator has a network interface (NIC) directly attached, 
which allows network data to be injected directly into an acceler-
ator’s local HBM without routing through the host CPU. 

5.3 Software 
The *Forward projects highlighted the significance of software 

on exascale-class systems. The systems are targeted at general sci-
entific computation across a wide range of computational motifs 
and physical domains and therefore required software that could 
support the standard tools of HPC. These tools included network 
software (e.g., MPI), compilers (e.g., C++, Fortran, OpenMP®), and 
profiling/debugging tools. Furthermore, many applications desire 
performance portability, enabling them to compile and run an iden-
tical codebase across a range of computer architectures and sys-
tems.  

AMD’s answer for this is the ROCm™ open software platform 
[14], a full-stack open software platform encompassing 

 
Figure 10. Block diagram of one Frontier Compute Node with peak theoretical memory and interconnect speeds.  The “X+X 
GB/s” notation indicates X GB/s of bandwidth each for send and receive.  

 

                  

                  

                  

                  

                     

                             

    

    

    

    

   

          

        

   

      

                                    

                                    

                          

                          

                          

                          

                          
                                      



  

 

drivers/runtimes, programming models, compilers, libraries, and 
tools. ROCm enables programmers to quickly port existing codes 
to AMD hardware via its support for community standards such as 
OpenMP, BLAS, Tensorflow, PyTorch, etc., and porting accelerated 
codes from CUDA via AMD’s HIP, a CUDA-like API. Another ma-
jor mechanism for software portability was enabling AMD support 
(via HIP) for abstraction frameworks including Kokkos [37], RAJA 
[20], and OCCA [69]. Finally, the Frontier node architecture’s In-
finity Fabric™ coherent interconnect between the CPU and GPUs 
eases moving CPU-based codes to accelerators by reducing the 
code for explicit memory allocation and migrations.  

5.4 Initial Results and Impacts 
The operation of the Frontier supercomputer is still in its early 

days, and the primary focus of this paper is on the research journey 
and its impacts on the architecture of the machine.  Nevertheless, 
Frontier has already delivered multiple computational accomplish-
ments that we briefly highlight here to provide the reader with a 
more complete picture of what this architecture can accomplish at 
scale. 

The LINPACK benchmark [35], often referred to as High-Perfor-
mance LINPACK (HPL), is used by the TOP500 list for ranking su-
percomputers worldwide [96].  Figure 11(a) shows the top-five su-
percomputers (as of November 2022), and the results for Frontier 
officially exceeding the exaflop barrier as measured by HPL (RMAX).  
The achieved 1.1 exaflops (EF) exceeds the previous #1 supercom-
puter (Fugaku) by over 2.  Figure 11(b) shows RMAX (log scale) for 
the top supercomputers over the past decade, providing another 
view of the generational performance improvement that Frontier 
delivers. 

As Frontier’s main purpose is to enable scientific computations 
for real problems, raw computational throughput is necessary but 
not sufficient.  While some computational problems are densely 
compute-bound as represented by LINPACK, many other work-
loads have sparser computational and data access patterns, global 
updates and reductions, and other behaviors that require both bal-
anced node and system architectures that can make it challenging 
to scale to larger problems.  The High-Performance Conjugate Gra-
dients (HPCG) benchmark is commonly used to complement HPL 
to provide a more complete picture of supercomputer performance 
[36][51].  Figure 11(c) shows near-perfect scaling of HPCG when 
running across an increasing fraction of Frontier, enabled in part 
by having each node’s NICs directly attached to the MI250X accel-
erators.  While much of the attention on artificial intelligence and 

machine learning has been in the commercial sector (e.g., large-
language models), there is rapidly increasing interest in utilizing 
AI/ML for HPC [92].  The CDNA2 architecture delivers robust per-
formance for mixed-precision computations common in AI/ML, 
highlighted by Frontier placing #1 on the HPL-MXP mixed-preci-
sion benchmark rankings [53]. 

A key initial DOE exascale target was staying within a power 
budget of 20MW.  At a delivered HPL performance of 1.1EF, Fron-
tier consumes 21.1MW [96].  Normalizing this to 1.0EF, the power 
consumption is 19.2MW per EF.  This high level of power-perfor-
mance efficiency was reflected by the Frontier Test and Develop-
ment (TDS) system and Frontier itself taking the #1 and #2 spots in 
the Green500 list when Frontier first premiered in June 2022 [97]. 

The Frontier supercomputer was only recently installed, and 
work continues on improving the overall system and software.  
However, new science is already being enabled on Frontier.  Two 
different teams of scientists utilizing Frontier were finalists for the 
2022 Gordon Bell Prize, with one team winning the overall prize 
[77].  The winning team used Frontier to perform 3D simulations 
of laser-matter interactions with applications in radiotherapy and 
high-energy physics [40].  The other finalist team used Frontier to 
perform natural language graph analytics on tens of millions of 
medical publications (going as far back as 1809) to discover previ-
ously unidentified links between different medical concepts and 
phenomena [55]. This medical application exceeded 1EF of sus-
tained performance, far exceeding the original exascale RFI target 
of 300PF in a real workload [17]. 

6 Conclusions 
It has been a decade-long journey from the original DOE ex-

ascale RFI to having ORNL’s Frontier officially usher in the ex-
ascale era.  Looking back, there are many lessons that we learned 
along the way.  The first is that the co-design approach was very 
valuable.  Our frequent interactions with the DOE scientists, appli-
cation programmers, systems architects, and facilities managers, 
provided a more complete picture of the overall objectives and en-
abled us to better understand how to design our components to 
work effectively within the larger endeavor.  The DOE’s proxy ap-
plications also played a pivotal role in co-design, as the proxy apps 
provide not only code for analysis, but also served as a medium for 
dialogue that enabled a deeper understanding of what was really 
being sought in terms of computations, algorithms, and even the 
underlying science.  Extending the co-design philosophy, we 
reaped huge benefits from generalizing this co-design mentality to 

   
(a) (b) (c) 

Figure 11. (a) LINPACK performance (RMAX) of the top five supercomputers on the TOP500 list as of November 2022, (b) the 
RMAX of the #1 supercomputer on the TOP500 list over the past decade, and (c) the scalability of the HPCG benchmark on 
Frontier (courtesy of HPE and Oak Ridge National Laboratory). 

 

 

   

   

   

   

    

    

                                

 
 
 
 
  
 
 
 
 
 
 
  
 
 
 

                                      

  

   

    

 
 
 
 
  
 
 
 
 

 
 
 
 
  
 
 
 
 

 
 
 
 
  
 
 
 
 

 
 
 
 
  
 
 
 
 

 
 
 
 
  
 
 
 
 

 
 
 
 
  
 
 
 
 

 
 
 
 
  
 
 
 
 

 
 
 
 
  
 
 
 
 

 
 
 
 
  
 
 
 
 

 
 
 
 
  
 
 
 
 

 
 
 
 
  
 
 
 
 

 
 
 
 
  
 
 
 
 

 
 
 
 
  
 
 
 
 

 
 
 
 
  
 
 
 
 

 
 
 
 
  
 
 
 
 

 
 
 
 
  
 
 
 
 

 
 
 
 
  
 
 
 
 

 
 
 
 
  
 
 
 
 

 
 
 
 
  
 
 
 
 

 
 
 
 
  
 
 
 
 

 
 
 
  
  
 
 
 
 
 
  
 
 
 

                            

        

       

       

       

       

       

       

               

 
 
  
 
  

 
 
 
 
  
 
 
 
 
 
 
  
 
 
 

          

                                  

                     



  

 

many of our interactions including with our system integrator 
partners, AMD’s product and roadmap teams, university collabo-
rators, and others. 

Another lesson that we took away from our experience is the 
importance in having a research vision that is both bold and ag-
gressive but can also stay flexible and adaptive given changing 
technology assumptions, business priorities, and other dynamic 
market conditions.  We formulated an aggressive vision for heter-
ogenous compute from the outset of our journey, but, as was de-
scribed throughout this paper, the embodiment of that vision went 
through many iterations balancing the needs of pursuing aggres-
sive targets against the practicalities of proposing something that 
in the end could be successfully executed by our world-class engi-
neering teams.  Related to this lesson is that we found great value 
in being able to pursue multiple solution paths, in particular our 
EHP versus DNA approaches.  Key to this was avoiding a compet-
itive scenario between the research thrusts, and instead we pur-
sued the work in a cooperative manner that ultimately resulted in 
a Frontier node architecture that benefited from both efforts. 

The final Frontier node architecture design was the result of a 
cooperative effort between our AMD Research team and multiple 
product teams and business units.  The final design decisions were 
driven by various technical factors (e.g., technology availabil-
ity/high-volume manufacturing readiness, schedule, risk, cost), as 
well as non-technical constraints (e.g., market conditions, compe-
tition, company directions, resource availability). 

Our exascale adventure would not have happened without the 
strong public-private partnership between AMD and the DOE and 
other U.S. agencies.  HPC is often a harbinger for technology trends 
that eventually impact other market segments, and so the DOE’s 
exascale research investments not only accelerate technology ad-
vancements for HPC, but many of the benefits end up influencing 
other products well beyond the HPC realm. 

It is incredibly exciting to have crossed the exascale threshold, 
but it is just as important to keep in mind that exascale is only a 
milestone.  The world’s need for ever increasing computational ca-
pabilities is not slowing down.  As our collective scientific under-
standing improves, the problems get bigger and more difficult.  The 
explosion of machine learning and artificial intelligence add new 
computational requirements to future supercomputers.  This is a 
great time for researchers to innovate and contribute to the com-
munity’s collective efforts to continue driving forward in this new 
post-exascale era. 
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