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Introduction

A End of Dennard scaling
A Power and thermal challenges for modern processor design
A Heterogeneous computing and sophisticated DVFS techniques can increase computational efficiency
A Memory bandwidtibecomes &ottleneck

A 3D-stacked memory, e.g. HMC (Micron), HBM (JEDEC standard)
A Offer high-bandwidth, lower latency, lower energy/access

A Place compute logic within 3Btack:Processingn-Memory (PIM)
A Relax offtchip bandwidth requirements
A Minimize power consumption by reducing excess data movement

We show that compute intensive kernels should execute on host
bandwidth intensive applications should execute on PIMs.

Even for compute intensive kernels, PIMs are preferred in power constrained environments
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Introduction
A Possible HPC Node Architecture

A On-package stacked memory with GPUs (APUs)
A Off-package boartevel memory with PIM

A Off-package memory accesses are more

expensive in terms of latency
and energy

DRAM or
equivalent

Processingin
Memory
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Introduction

A PIMs can be implemented usindawv leakage processes

A No need for high performance (high frequency) as the performance improvement would be compensated by
exploiting high instack bandwidth

A What type of architecture to use for PIMs?
A Previously (ARCS2015) we evaluated 16 ARM cores per stack. Here we evaluate GPUs as PIMs

A GPUs as PIM
A Energy efficient, high compute and memory throughput, mature programming models, uniform power dissipation

A PIMs targetmemory intensivapplications
A Locality based computing
A Bandwidth constrained applications
A Performance gain from high bandwidithd data locality

A Less compute intensive than the host APU
A No need for high CU count and high engine frequency
A More energy efficienthan host

In this work we evaluate optimal choice between PIMs and Host ARtfsapplication kernels
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Motivation

Cartoon Example
A Different power and performance characteristics for
PIM and host Power vs. Frequency

A PIM can compensate for low frequency by exploiting
high memory bandwidth

Host has

A Host can run at high frequencies, maximizing higher leakage
performance for compute intensive applications

POWER

PIM consumes
more power at
higher
FREQUENCY frequencies

e=mhost e==P|M
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DVFES optimization example

A Optimizing for maximum performance, minimum power and minimurd ED
A An ExampleminiFE

dotprod matvec waxby dotprod matvec waxby
HOST 1GHz 1GHz HOST
PIM  600MHz PIM  400MHz 400MHz 400MHz
MAX PERFORMANCE MIN POWER

dotprod matvec waxby
HOST

PIM 500MHz 400MHz 500MHz
MIN ED2



DVFES optimization example

A Optimizing for maximum performance, minimum power and minimurd ED
A An ExampleminiFE

dotprod matvec waxby dotprod matvec waxby
HOST 1GHz 1GHz HOST
PIM  600MHz PIM  400MHz 400MHz 400MHz
MAX PERFORMANCE MIN POWER

dotprod matvec waxby
HOST

PIM 500MHz 400MHz 500MHz

: : . MIN ED2
We use AMD inhouse simulator to gather performance statistics for host and PIM

We developed power model for PIM based on host and technology roadmaps
Dynamic poweii DVFS characteristics for host and PIM
Leakage powei relative difference in leakage power between host and PIM



Performance model

A How do we estimate GPU kernel performance for some future hardware configuration?

A 1f we know how the performance scales with (current) HW resources (CUs, memory bandwidth, frequency)
then we can estimate the performance using performance scaling curves for a target HW configuration

A We can create a performance scaling curve by
running the kernel on a GPU and change HW
configurations (CUs, Mem. Bandwidth, Frequency).

A The plot is generated by running each kernel on 720
different hardware configurations

A Using these plots we can obtain performance for other

| | - hardware configurations
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GPU Performance SCALING 12
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A 1f we want to know the performance at 40 CUs and 200 GB/s, we can gather performance data on a
Base Hardware Configuration (e.g. 20 CUs, 120 GB/s)

A Start from a2ase Hardware Configurati@nd predict performance forfarget Hardware
Configuration (e.g. 40 CUs, 200 GBhby following the performance scaling curve for that
particular kernel

A How do we get a performance scaling curve?

A Run the kernel at all possible HW configuratiengedious process
A Use a ML model, trained on known kernel scaling curves



Performance model

Training Set

Kernel 1 Kernel 2 Kernel 3
| EL 7 A Collect performance scaling curves for
6 [ ) .
' A many kernels running on an AMD
el Mo, YAt Workstation class GPU
Kefnel 4 Kernel 5 A Group similar kernels into clusters using
N . machine learning techniques
e Bar i
i N | E P A We can then classify new applications
N AR R T into known clusters
A And predict performance for new
applications
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Performance model

Performance Counter
Values Machine

(from base Learning
configuration) Classifier

Train a ML Classifier
Use that ML Classifier to match a new kernel to a cluster
and get the performance scaling curve for that clustéast
compared to running the kernel through 720 different HW
configurations!

Estimate the performance as explained previously (slide 8)
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Power model

A Total Power = Dynamic Power + Leakage Power
Predicting power is more complex

Dynamic power depends on switching activity, which in turn dependsaacitancethreshold voltage and
frequency

The capacitance depends on
V/f scaling factors
Technology scaling (14nm or smaller)
process high voltage or low voltage threshold devices

We use kernels that produce 100% switching activity and then scale for others
Static (or leakage power) is primarily based on

technology scaling
technology processes (high voltage or low voltage threshold devices)

We use AMD internal simulations and models for this purpose
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Power model

A DYNAMIC POWER
A Start with a known dynamic power
A Maximum dynamic power at 100&&con Hawaii (L000MHz/1.2V)
A Scale by number of CUs
A Scale by frequency and voltage (technology dependent)
A Scale capacitance (technology dependent, going from Hawaii 234mm = 0.65)
A Scale by the relative switching activity

Add . ; !;‘_'. +D=|=j?%t a specific hardware point
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Power model V/f characteristics

A The VI/f characteristics of PIM and host will depend on the process technology and variation

A A chip design is built using multiple types of transistors to target different tradeoffspg@itgrmance vs.
low power)

A HVT i High Threshold Voltage causes less power consumption and timing to switch is not optimized.
Used to minimize power consumption for power critical functions.

A LVT i Low Threshold Voltage causes more power consumption and switching timing is optimized. Used
on the critical path

A SVT (MVT) i Standard Threshold Voltage offers traafébetween HVT and LVT i.e., moderate delay
and moderate power consumption.



Power model v/f characteristics

=High-Vt —Mid-Vt Low-Vt

/
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Normalized Frequency

Typical V/f characteristics of HVT, MVT and LVT transistors
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Power model

A We use AMD internal tool/database to get:
A VIf curvesfor a 14nm chip similar to Hawaii GPU (higlerformance process)

A Relative difference in leakage powstween host and PIM for different VT distributions
(HVT/MVT/LVT)

A We assume same V/f curve for PIM and host but limit the operating frequency of PIM to a lower
frequency range

A PIM will deviate from that curve at higher frequencies

ASince we canot deter mine what I s the Acutoffo f
for different VT distributions



Normalized Voltage
OCO0O0O0O0O0
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Power model v/f characteristics

. . A We pick a V/f curve for a 14nm chip
=High-Vt  —Mid-Vt Low-Vt similar to Hawaii for a specific type of

/ transistors
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Power model v/f characteristics

A We pick a V/f curve for a 14nm chip
similar to Hawaii for a specific type of

=High-Vt —Mid-Vt Low-Vt

o 1 7 transistors
(S
+ 0.9 7
g 0.8 - . .

' A And limit the operating frequencies
b 0.7 A Host frequency: 600MHz1000MHz
N 0.6 A PIM frequency: 400MHz-600MHz
g 0.5 —
s 0.4
2

0 0.2 0.4 0.6 0.8 1
Normalized Frequency

ARCSTH n wPapert y 16



Power model v/f characteristics

A We pick a V/f curve for a 14nm chip
similar to Hawaii for a specific type of

=High-Vt —Mid-Vt Low-Vt

% 1 / transistors

4 0.9 )

o

> 0.8 7 | <A And limit the operating frequencies
< 0.7 ' A Host frequency: 600MHz1000MHz
N 0.6 - | A PIM frequency: 400MHz-600MHz
g 0.5 P> A

= 0.4

e
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Normalized Frequency
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Leakage power

A We use AMD internal tool/database to get:
A Relative difference in leakage powsetween host and PIM for different VT distributions
A We get leakage for a given type of transistors

A We use this information to model the relative difference in leakage power and usdehlsags scaling
factorbetween PIM and host



Normalized Static Power

Power model Leakage power

Frequency

A The curve represents how static power
changes with frequency for a circuit built of
50/50 HVT/MVT devices

A Obtained from AMD tools

A All the data points are relative leakage power
normalized to the highest leakage power (Hght
most point)

A So how do we get the leakage?
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Power model Leakage power

[ A Pick a baseline point and estimate the
/ leakage power at this particular V/f point
/ A In our case the baseline point is at 1.2V (at

/ 1200MHz)
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Frequency



Power model Leakage power

A Pick a baseline point and estimate the

leakage power at this particular V/f point

A In our case the baseline point is at 1.2V (at

1200MHz)

A We need to know thactualleakage power
for that V/f point[watts]

Frequency
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Power model Leakage power

Frequency

A Pick a baseline point and estimate the
leakage power at this particular V/f point

A In our case the baseline point is at 1.2V (at
1200MHz)

A We need to know thactualleakage power
for that V/f point[watts]

We will estimate leakage power using well established estima&6%o of the TDP

So, we first estimate Dynamic power at maximum switching activity



Power model Leakage power

/

/

/

—

/

/

Frequency

A Previous designs (and models) show that 30% of
TDP as leakage is a good estimate

A TDP = Max.Dyn.Power+ Leakage

A CalculateMax.Dyn.Powerfor host at
1.2V/1200MHz .

”‘- m+E = %r = %”' |= T E| 3

We can calculate thmaximum
dynamic poweby using the formula for
100% switching activity

(Max.Dyn.Power Hawalii is at
1V/1GHz/32nm,;

we need 1.2V/1.2GHZ/14nm)
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Power model Leakage power

A Previous designs (and models) show that 30% of
TDP as leakage is a good estimate
/ A TDP = Max.Dyn.Power+ Leakage

A CalculateMax.Dyn.Powerfor host at

(Max.Dyn.Power Hawalii is at
1V/1GHz/32nm,;

1.2V/1200MHz .
4 ”‘- mth 1 = %r L %”' |= TIF E| 3
/ We can calculate thmaximum
/ dynamic poweby using the formula for
100% switching activity

Frequency we need 1.2V/1.2GHZ/14nm)

b b f =B LB o gr AR (s gL g,

T+ v
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Normalized Static Power
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ARCSTH n wPapert y

A Baseline point in our case is 250W

A Scale leakage power relative to the base poin

for different VT breakdowns
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Normalized Static Power

0.9 |
08 |
0.7 |
06 f
05 |
04 |
0.3 |
02 |

0.1

Power model Leakage power

——45/55/0 95/5/0 —+-75/25/0 —=-60/40/

A

g/,;///%/

Frequency

ARCSTH N mPaperm y

A Baseline point in our case is 250W

A Scale leakage power relative to the base poin

for different VT breakdowns
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Normalized Static Power

Power model Leakage power
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Normalized Static Power

Power model Leakage power

~-45/55/0 ~+-95/5/0 ~-75/25/0 —=-60/40/
1 ¢
0.9 |

A Baseline point in our case is 250W

A Scale leakage power relative to the base poin
for different VT breakdowns

Based on the leakage power, we can
decide on the processing mix we need
to achieve that power goal and the
DVFES state to operate

Frequency
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Experiments and Results

Baseline System

A HOST
A 256 CUs
A 1 TB/s aggregate bandwidth

A 600MHzi 1000MHz
Host APU

A PIM
A 8 x 24CUs = 192 CUs
A 2 TB/s aggregate bandwidth
A 400MHzi 600MHz

The number of CUs and BW are somewhat constraine
by the capabHUSIimti es of ANMDT

ARCSTH n wPaperm y 22



Baseline System

A Host and PIM in 14 nrprocess

A Host HVT/MVT/LVT i 45/55/0
A PIM: 95/5/0, 75/25/0, 60/40/0 Host APU

A All of our leakage is assumed to
be at some fixed temperature (e.g.X0P

A Performance counters collected on Hawaii (28n
1000MHz, 1.2V, 1250MHz memory frequency
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Leakage power comparison

HOST=256CU PIM=192CU 14nm A Minimizing leakage power is

] Important as it is the most
% significant power contributor
‘2; for bandwidthintensive
a0 applications
.
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Leakage power comparison

HOST=256CU PIM=192CU 14nm A Minimizing leakage power is
Important as it is the most

significant power contributor
for bandwidthintensive
applications

A We can rely on HTV
Implementation of PIM devices
0 %Eg as they will compensate any
S Q< performance losses by
exploiting high bandwidth
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Normalized Leakage Power
1000
900
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HOST 50/50/0 PIM PIM PIM
95/5/0 | 75/25/0 | 60/40/0

HVT/MVT/LVT



DVFES optimization

A Adjustingengine frequency (and voltage)maximize energy efficiency
A Trying to findoptimal placement of kernels (PIM/host)ch that we maximize energy efficiency
A Comparing execution time with power constraints

A All results are normalized to the best case for each kernel

ARCSTH n wPapert y
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Target = Minimum EDR

N ED2 OPTIMAL EHOST OPIM
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Addition of PIMs to a heterogeneous node architecture can yield high energy efficiency even compared to
applications running on host running at lower DVFS states

Power will be significantly reduced, at the expense of small performance loss leading to great energy efficien
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Addition of PIMs to a heterogeneous node architecture can yield high energy efficiency even compared to
applications running on host running at lower DVFS states

Power will be significantly reduced, at the expense of small performance loss leading to great energy efficien
PIMs aren't necessarily the most eneedfycient choice for computation in all cases
Compute intensive applications like MaxFLops and Nbody favor host (at lower DVFS state) over PIM
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Maximum performance under power constraint



